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The dynamic response of structures heavily relies on eigenfrequency, so the optimization of eigenfrequency is valuable in various working conditions. The bi-directional evolutionary structural optimization (BESO) method has been widely applied due to its ability to eliminate grayscale elements. Based upon BESO, this paper introduces a topology optimization method that incorporates eigenfrequency constraints and reduces the number of design variables. In this method, the optimization objective was to minimize compliance. The Lagrange multiplier was used to introduce eigenfrequency constraints, allowing for coordinated control of compliance and eigenfrequency. To prevent oscillation during the optimization process, the sensitivity was normalized. Additionally, to achieve faster convergence, the variables were reduced after meeting volume constraints. The numerical examples demonstrate the effectiveness of this method in increasing the eigenfrequency of the structure and avoiding resonance.
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Highlights
• The eigenfrequency constraint was introduced through the Lagrange multiplier method.
• To obtain faster convergence, the variables were reduced after meeting volume constraints.
• The first-order natural frequency was increased by 42% and 26.7% in 2D numerical examples and 3D numerical examples respectively.

INTRODUCTION

Topology optimization is an optimization algorithm for material distribution. Compared with the traditional optimization methods, sufficient freedom is the biggest advantage of topology optimization, which provides a reliable and convenient solution for developing high-performance structures and obtaining the best material layouts [1] to [3].

After more than decades of research and development, the practicality of topology optimization has been fully proven. At present, continuum topology optimization methods mainly include Solid Isotropic Material with Penalization Method (SIMP), Level Set Method (LSM), Evolutionary Structural Optimization (ESO), Bi-directional Evolutionary Structural Optimization (BESO), etc. [4] and [5].

The SIMP method was proposed by Bendsøe and Kikuchi [6], which based on the ideal of discretizing the design domain and relating the density and materials. This means that there is no material, or it is a solid material when the density value is 0 or 1. The variation of element density values between 0 and 1 leads to the presence of intermediate density elements, which is irrelevant in practical engineering. To address this issue, Rozvany et al. [7] proposed a density penalty scheme, which can update the element density towards 0 and 1 to obtain an approximate 0-1 structure. Sigmund [8] proposed a sensitivity filtering method to eliminate the checkerboard pattern and mesh dependency, which makes SIMP more stable. Osher and Sethian [9] proposed the concept of a level set function, Sethian and Wiegmann [10] first to apply this method to topology optimization; it updates the structure through the continuous evolution of the level set function and obtains clear and smooth boundaries. The method has a slow convergence speed, and it is not easy to obtain hole structures. The ESO method was proposed by Xie and Steven [11], which based on the ideal of gradually removing less efficient materials until the material requirements are met; its update concept is simple and clear, completely different from traditional mathematical programming algorithms. However, due to the possibility of mistakenly deleting elements during the optimization process to obtain local optima, Huang and Xie [12] improved this method to BESO. In this method, the sensitivity information of each element needs to be calculated and then sorted. The threshold is determined based on the volume fraction of each step. The elements with sensitivity numbers greater than the threshold are retained as solid elements, while elements with sensitivity numbers less than the threshold are deleted. Even if an element becomes a void element by deletion, its sensitivity information is still preserved and can be reinstated as a solid element in subsequent
iterations, ensuring that the optimization result is the optimal solution.

Topology optimization has also been widely applied to avoid structural resonance. Munk et al. [13] studied the problem of frequency topology optimization under dynamic loads, and proposed a topology optimization method that can enhance the selected frequency and the reduce gap between frequencies. Li et al. [14] proposed a modified frequency band-constrained Heaviside function, which is continuously differentiable and beneficial for sensitivity analysis. The numerical examples demonstrate that this method can maximize the eigenfrequency of the structure. Du et al. [15] carried out research on fault safety topology optimization based on independent continuous mapping (ICM) and expanded it to the realm of frequency optimization. Kang, et al. [16] proposed a topology optimization method for large-scale frequency constraints. Li, et al. [17] proposed a topology optimization method for frequency optimization with periodic structures and reduced the amount of calculation in the process of frequency optimization by utilizing dimension reduction technology. Leader, et al. [18] considered both stress and frequency constraints and utilized the Jacobi-Davidson eigenvalue solving method to solve the natural frequency problem. Wang et al. [19] established a dynamic topology optimization model for long-span continuum, effectively improving the first-order frequency. Xu et al. [20] proposed a frequency optimization problem with casting constraints, which can effectively obtain convergent solutions when dealing with frequency maximization problems. Su and Liu [21] studied the topology optimization of a coupled stress continuum to maximize the eigenfrequency, and also demonstrated the influence of eigen length on the results of eigenfrequency optimization. Ferrari et al. [22] proposed a frequency optimization method linked to a multi-mesh eigenvalue solver, greatly saving computational costs. Guan, et al. [23] proposed a multi-constraint topology optimization method with stress, displacement, and frequency constraints. Kim et al. [24] applied the topology optimization method to increase the frequency and reduce the noise of the steel wheel. Duan et al. [25] proposed a topology optimization method that can increase the frequency in a limited way while meeting the manufacturing constraints. Oh et al. [26] proposed a topology optimization method to maximize the operating frequency range of hyperbolic elastic meta-material and explained the mechanical knowledge of the model in detail. Vicente et al. [27] proposed a parallel topology optimization method for frequency optimization to find the optimal layout of materials from both macro- and micro-perspectives.

In addition, how to reduce the number of iteration steps and accelerate the convergence process are also a problem that need to be solved in topology optimization. Zheng et al. [28] introduced a freedom reduction mechanism in topology optimization, effectively accelerating the convergence process and saving the calculation cost. Jia et al. [29] combined ESO with LSM, which can reduce the number of iteration steps by automatically generating holes in the low-strain energy region near the node. Lian et al. [30] added a hierarchical mesh refinement algorithm into the moving morphable component (MMC) algorithm to improve convergence speed. Joo and Jang [31] proposed a deep neural network topology optimization algorithm, which can improve the convergence speed by obtaining the history of intermediate designs. Li and Zhang [32] used high noise and unbiased random gradients to update design variables and expedite the convergence process. Du et al. [33] shared a set of efficient topology optimization Matlab codes, which resulted in faster convergence speeds by removing the freedom not belonging to the transmission path in the finite element analysis. Yang et al. [34] proposed an adaptive step size strategy that multiplies the speeds of different nodes by different step sizes, which can accelerate convergence and also reduce mesh dependency. According to the characteristics of the BESO algorithm, Lin et al. [35] proposed a dynamic evolution strategy to accelerate convergence in topology optimization. Ren, et al. [36] used faster model reduction methods to enhance convergence speed.

In this paper, an eigenfrequency-constrained topology optimization method with design variable reduction is proposed, which can rapidly converge while increasing the eigenfrequency. Numerical examples demonstrate the effectiveness of this method.

1 TOPOLOGY OPTIMIZATION WITH EIGENFREQUENCY CONSTRAINTS

1.1 Problem Statement

When topology optimization is applied to structural design, volume is usually taken as the constraint, and the minimum compliance is taken as the optimization objective. This reflects the fact that stiffness is an extremely important objective in traditional structural design concepts. However, the topology optimization model will be multi-objective, multi-constraint and
include other related conditions to meet engineering requirements and address complex working conditions.

In recent years, constraints other than volume introduced in topology optimization can be broadly divided into two categories. One type is related to manufacturing, including maximum and minimum size constraints, connectivity constraints, hole size constraints, hole number constraints, inclination angle constraints, and self-supporting constraints; The other type of constraint is functionality, such as displacement constraints, stress-strain constraints, fatigue constraints, and damage constraints.

As is well known, avoiding resonance is one of the important design objectives in structural design; it can be avoided by increasing the eigenfrequency of the structure. BESO is widely applied due to its simple concept and clear boundaries. The BESO topology optimization model with eigenfrequency constraints can be described mathematically as follows, in Eqs. (5) and (6):

\[
\begin{align*}
\text{min} & \quad C(X) = \frac{1}{2} U^T K U \\
\text{s.t.} & \quad K U = F, \\
& \quad (K - \omega_n^2 M) u_n = 0, \\
& \quad V = q V_0, \\
& \quad x_j = x_{\min} \text{ or } 1, \\
& \quad WY < \omega_n
\end{align*}
\]

(1)

where the \( X \) is the design variable, \( x_{ij} \) is the \( ij \)th elemental density with a value of either 1 for solid or \( x_{\min} (0.001 \text{ in this paper}) \) for void, \( C(X) \) is an objective function, \( K \) is the global stiffness matrix, \( U \) is the global displacement vector, \( F \) is the force vector, \( M \) is the global mass matrix, \( u_n \) is the eigenvector corresponding to \( \omega_n \), \( V_0 \) is the initial volume of structure, \( q \) is reserved volume ratio, \( V \) is the final structural volume, \( \omega_n \) is \( n \)th natural frequency, \( WY \) is frequency constraint value.

The following Rayleigh quotient indicate the relationship between \( \omega_n \) and \( u_n \), as follows (Eq. (2)),

\[
\omega_n^2 = \frac{u_n^T K u_n}{u_n^T M u_n}.
\]

(2)

1.2 Material Interpolation Scheme

The material interpolation scheme applied in calculating compliance is expressed as follows, Eqs. (3) and (4):

\[
E_{ij} = E_0 x_{ij}^{\text{penal}}, \quad (3)
\]

\[
K_{ij} = K_0 x_{ij}^{\text{penal}}, \quad (4)
\]

where the \( E_{ij} \) is the \( ij \)th elemental Young’s modulus, \( E_0 \) is the Young’s modulus of the solid element, \( \text{penal} = 3 \) in this paper is a value used for the density penalty. When \( \text{penal} \leq 2 \), there is a large amount of porous material, and the optimized structure cannot be manufactured. When \( \text{penal} \geq 3.5 \), there is no significant change in the final topology result. When \( \text{penal} \geq 4 \), it will make the calculation very slowly. Therefore, \( \text{penal} = 3 \) in this paper. \( K_0 \) is the stiffness matrix of the \( ij \)th element, \( K_0 \) is the stiffness matrix of the solid element.

To avoid local vibration modes during finite element analysis and the solution of frequencies, the material interpolation scheme is defined as follows, in Eqs. (5) and (6):

\[
P(x_j) = x_j \rho_0, \quad (5)
\]

\[
E(x_j) = \left[ x_{\min} - x_{\min}^{\text{penal}} \right] \left[ 1 - x_j^{\text{penal}} \right] + x_j^{\text{penal}} E_0, \quad (6)
\]

where \( \rho_0 \) and \( P(x_j) \) denote respectively the material density of the solid and \( ij \)th.

1.3 Sensitivity Analysis

1.3.1 Lagrange Multiplier Method

In BESO topology optimization, constraints other than volume can be added with Lagrange multiplier method; the objective function is expressed as follows, Eq. (7):

\[
f = C + \lambda (WY - \omega_n), \quad \lambda \geq 0, \quad (7)
\]

where \( \lambda \) is the Lagrangian multiplier.

In the BESO method, the Lagrange multiplier method has been widely applied to solve multi-constraint problems. For instance, Huang and Xie [37] utilized this method to address displacement constraints, while Fan et al. [38] employed it to tackle stress constraints. The Lagrange multiplier method is suitable for obtaining optimal solutions under multiple constraints. It is easy to perform the sensitivity analysis by introducing a Lagrange multiplier to incorporate inequality constraints.

1.3.2 Sensitivity Number

In the BESO method, it is necessary to sort the sensitivity of each element and then update the
variables by determining a threshold based on volume constraints. According to Eq. (7), objective function sensitivity can be obtained as follows, Eq. (8):
\[
\frac{\partial f}{\partial x_e} = \frac{\partial C}{\partial x_e} + \lambda \frac{\partial \omega_n}{\partial x_e}.
\]  
(8)

According to Eqs. (1), (3) and (4), compliance sensitivity can be obtained, as follows, Eq. (9):
\[
\frac{\partial C}{\partial x_e} = -\frac{1}{2} \text{penal } x_e^{\text{penal}-1} U_e^T K_0 U_e,
\]  
(9)

where \( U_e \) is the displacement vector of \( e^{th} \) element. Frequency sensitivity can obtained based on Eqs. (10) and (11), as follows, Eq. (12):
\[
\frac{\partial \omega_n}{\partial x_e} = \frac{1}{2 \omega_n} U_e^T \left( \frac{1-x_{\text{penal}}}{1-x_{\text{penal}}} K_0 - \omega_n^2 M_0 \right) U_e. 
\]  
(12)

According to Eqs. (8), (9) and (12), complete objective function sensitivity can obtained, as follows, Eq. (13):
\[
\frac{\partial f}{\partial x_e} = -\frac{1}{2} \text{penal } x_e^{\text{penal}-1} U_e^T K_0 U_e - \lambda \frac{1}{2 \omega_n} U_e^T \left( \frac{1-x_{\text{penal}}}{1-x_{\text{penal}}} K_0 - \omega_n^2 M_0 \right) U_e. 
\]  
(13)

Finally, the sensitivity number can be obtained based on the sensitivity analysis, as follows, Eq. (14):
\[
\alpha_e = -\frac{1}{\text{penal } x_e} \frac{\partial f}{\partial x_e},
\]  
(14)

where \( \alpha_e \) is the sensitivity number of \( e^{th} \) element.

1.3.3 Variable Update Principle

The filtering scheme can be used to avoid checkerboard patterns and mesh-dependency, as follows, Eq. (15):
\[
\Delta_{ij,kl} = \sqrt{(l-i)^2 + (k-j)^2}
\]  
(15)

where \( \Delta_{ij,kl} \) is the distance between the centers of elements \( i,k \) and \( j,l \). \( \mu_{e,ijk} \) is a weight factor, \( r_{\text{min}} \) is the filter radius, \( t \) is current iteration steps. It is effective to ensure a smoother optimization process and improve the stability of the optimization model by averaging three historical sensitivity number for averaging, as follows, Eq. (16):
\[
\alpha'_e = \alpha_e + \alpha_{e-1} + \alpha_{e-2},
\]  
(16)

where \( \lambda \) is 0 when frequency constraints are met. The objective function aims to minimize compliances, which is equivalent to the original model. \( \lambda \) can be updated a value that satisfies the constraints can be updated until the constraint is satisfied.

The update method for the Lagrange multiplier is expressed as follows, Eqs. (17) and (18):
\[
s_{r+1} = 0.5 \left( s_{\text{min}} + s_r \right),
\]  
(17)
\[
\lambda_{r+1} = \frac{1-s_{r+1}}{s_{r+1}},
\]  
(18)

where \( s_r \) is a constant with a value range of \( s_{\text{min}} \) to 1, \( s_{\text{min}} \) is a very small positive number; \( s_{r+1} \) and \( \lambda_{r+1} \) can be updated to 1 and 0, respectively, when the constraint is met.

An appropriate Lagrange multiplier updating strategy is of great importance for achieving speed and accuracy. Lagrange multiplier updating strategies may vary in different constraint problems, which requires specific analysis according to the individual problems. It is particularly associated with the sensitivity to Lagrange multipliers and the nonlinearity of the optimization model. The oscillation is normal when using the Lagrange multiplier updating strategy optimization process. However, convergence becomes difficult when faced with numerous and large oscillations.

Therefore, the normalization strategy needs to be adopted to avoid oscillation, as follows, Eq. (19):
\[
\alpha_e' = \frac{\alpha_e'}{\alpha_{\text{max}}'} - \alpha_{\text{min}}',
\]  
(19)
where \( \alpha_{\text{min}}^t \) and \( \alpha_{\text{max}}^t \) is the minimum and maximum sensitivity value in the \( t \) th iteration step, respectively.

During the optimization process, the variation pattern of volume is expressed, as follows, Eq. (20):

\[
V^t = \max \left\{ V^t, V^{t-1} (1 - ER) \right\},
\]

where \( V \) is volume value in the \( t \)th iteration step, \( ER \) is the volume evolution rate.

The convergence condition is the value of five relative changes in compliance less than 0.01, as follows, Eq. (21):

\[
\nabla f = \frac{1}{\sum_{i=4}^{t} c_i - \sum_{i=9}^{t-5} c_i} < 0.01,
\]

where \( \nabla f \) is the value of 5 relative changes in compliance, \( c_i \) is the compliance in the \( t \)th iteration step.

### 2D NUMERICAL EXAMPLES

As shown in Fig. 1, the design domain is a 180:90 rectangular region for a prescribed volume fraction of \( V = 50 \% \). The beam is simply supported at both ends and vertically loaded \( (P = 10 \text{ N}) \) in the middle of its lower edge. The rectangular design domain is divided into 180×90 four-node plane stress elements.

Young’s modulus \( E = 1 \text{ MPa} \), the volume evolution rate \( ER=0.01 \), filter radius \( r_{\text{min}} \) is twice the length of the element side, Poisson’s ratio \( \nu=0.3 \) and mass density \( \rho=0.001 \text{ kg/m}^3 \). The optimization objective is to minimize the compliance while satisfying the constraint on the first-order eigenfrequency.

The optimization results can be obtained by setting different optimization parameters, as shown in Fig. 2.

The optimal topology without any eigenfrequency constraint is shown in Fig. 2a for comparison. When \( \omega_1 \) is constrained to be 150 rad/s, 155 rad/s, 170 rad/s, 178 rad/s, 188 rad/s, the resulting topologies are shown in Fig. 2b to f. Their compliances are 547.9578, 681.4366, 812.0577, 710.2652, 1096.7411. Their first-order eigenfrequency are 150.8144 rad/s, 155.5822 rad/s, 175.5030 rad/s, 184.1129 rad/s, 188.7140 rad/s.

From Fig. 2b to f, it can be seen that the first-order eigenfrequency increases gradually after the eigenfrequency constraint is introduced, which can meet the constraint conditions. When the first-order eigenfrequency increases gradually, the compliance also increases gradually. It can be seen that the stiffness is sacrificed while satisfying the eigenfrequency constraint.

Without introducing eigenfrequency constraints, the optimization process is shown in Fig. 3a, When the eigenfrequency constraint is \( WY = 178 \text{ rad/s} \), the optimization process is shown in Fig. 3b.

From Fig. 3a, it can be seen that the compliance \( C \) continuously increased without eigenfrequency constraints as the material is continuously removed. When the volume constraint is satisfied, the compliance \( C \) reaches its maximum value, and finally tend to be stable. The first-order eigenfrequency will initially increase and then decrease. During the entire optimization process, \( \omega_1 \) will fluctuate obviously, but it will eventually stabilize. \( C \) is stable growth, and there are no noticeable oscillations throughout the entire optimization process.

It can be seen from Fig. 3b that the topology optimization in the direction of satisfying the eigenfrequency constraint is carried out firstly when the eigenfrequency constraint is \( WY=178 \text{ rad/s} \). Then the topology optimization is then performed in the direction of minimum compliance once the structure satisfies the eigenfrequency constraint. The entire optimization process involves a coordinated optimization of eigenfrequency constraints and minimum compliance. The Lagrange multiplier plays a coordinating role. In the continuous coordination, the local optimal solution satisfying the eigenfrequency constraint and the minimum compliance is finally obtained. During the mid-term stage of the optimization process, there will be a large oscillation. With the removal of the material, fluctuates near \( WY=178 \text{ rad/s} \) and eventually satisfies the constraints. At this time, the compliance is also converging.

In this example, \( \omega_1 =132.1478 \text{ rad/s} \) can be increased to \( \omega_1 =188.7140 \text{ rad/s} \). The \( \omega_1 \) is increased by 42 %. In practical engineering applications, the value of 42 % eigenfrequency increase is undoubtedly huge, which can effectively avoid structural resonance. When the design domain, material parameters and constraint conditions vary, the effect of frequency enhancement will be significantly different. However,
this method is undoubtedly a solution and can provide a reference for related designs.

3 DESIGN VARIABLE REDUCTION

In topology optimization, the large number of variables necessitates extensive calculations and results in a high degree of freedom. In topology optimization,
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certain variables converge early and reach a stable state. Similarly, taking the simply supported beam in Section 2 as an example, when the eigenfrequency constraint is not introduced, the changes in some variables are shown in Fig. 4. Where the $X(i,j)$ is the $ij$th elemental density.

It can be seen from Fig. 4 that different variables converge at different times: some converge early, and some converge later. This paper defines that when the value of the continuous 5-step variable does not change (that is, when Eq. (22) is satisfied), the variable is a stable variable, and the variable that does not satisfy Eq. (22) is a free variable.

\[
x_{ij}^{t'} + x_{ij}^{t-1} + x_{ij}^{t-2} + x_{ij}^{t-3} + x_{ij}^{t-4} = 5 \text{ or } 5x_{\min}.
\]  

When the topology optimization satisfies the volume constraint, the number of design variables can be reduced. This means that the stable variables remain unchanged and no longer participate in the variable update. The algorithm flowchart is shown in Fig. 5. For comparison, the simply supported beam in Section 3 is also utilized as an example. When

![Fig. 4. The change of different variables](image)
the eigenfrequency constraint is $W_Y = 178$ rad/s, the optimization process is shown in Fig. 6 using the algorithm depicted in Fig. 5.

**Table 1. Iterations required for convergence**

<table>
<thead>
<tr>
<th>Eigenfrequency constraint [rad/s]</th>
<th>Iterations without variable reduction</th>
<th>Iterations with variable reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W_Y = 150$</td>
<td>82</td>
<td>75</td>
</tr>
<tr>
<td>$W_Y = 155$</td>
<td>83</td>
<td>79</td>
</tr>
<tr>
<td>$W_Y = 170$</td>
<td>78</td>
<td>75</td>
</tr>
<tr>
<td>$W_Y = 178$</td>
<td>88</td>
<td>79</td>
</tr>
<tr>
<td>$W_Y = 188$</td>
<td>81</td>
<td>77</td>
</tr>
</tbody>
</table>

It can be seen from Fig. 6 that when the design variable reduction mechanism is introduced, the entire optimization process can still obtain the results that meet the constraints, and the number of oscillations is significantly reduced.

This paper conducts a large number of numerical examples to compare the iterations required for convergence without the introduction of design variable reduction mechanism and with the introduction of design variable reduction mechanism. The comparison results are shown in Table 1 and Fig. 7.

It can be observed from Table 1 and Fig. 7 that the change trend of the number of iterations required for convergence in both methods is essentially the same. However, there is a significant reduction in the number of iterations after the design variable is decreased. It has been proven that reducing the design variables can effectively decrease the number of iterations and speed up convergence.

In the 2D example, the effectiveness of the eigenfrequency constrained topology optimization method with design variable reduction has been fully proved. Next, a 3D example is used for simple verification.

As shown in Fig. 8, the design domain is a 30 : 20 : 10 cube region in which the degree of freedom of the intermediate nodes on both sides is restricted, and a concentrated load of 1 N is applied to the midpoint of the bottom surface.

**Fig. 7. The comparison diagram of iterations**

4 3D NUMERICAL EXAMPLES

**Fig. 8. The design domain of 3D numerical examples**
The prescribed volume fraction is \( V = 15\% \). The cube design domain is divided into 30\( \times \)20\( \times \)10 four node plane stress elements. Young’s modulus \( E = 1 \text{ MPa} \), volume evolution rate \( ER = 0.01 \), filter radius \( r_{\text{min}} \) is 1.5 times the element side length, Poisson’s ratio \( \nu = 0.3 \) and mass density \( \rho = 1 \text{ kg/m}^3 \). The optimization objective is to minimize the compliance with the first-order eigenfrequency constrained. The number of iterations is abbreviated as \( it \). The optimization results of the 3D numerical examples are shown in Fig. 9.

The optimal topology without any eigenfrequency constraint is shown in Fig. 9a for comparison. When \( \omega_1 \) is constrained to be 285 rad/s, 290 rad/s, 295 rad/s, 300 rad/s, 330 rad/s, the resulting topologies are shown in Figs. 9b to f. Their compliances are 4.0722, 4.0208, 4.1454, 5.1104. Their first-order eigenfrequency are 299.4611 rad/s, 303.2690 rad/s, 306.1478 rad/s, 311.2603 rad/s, 339.2250 rad/s. Their iterations are 132, 129, 129, 138, 139.

It can be seen from Fig. 9 that the first-order eigenfrequency can be improved by introducing eigenfrequency constraints. In this example, \( \omega_1 = 267.6767 \text{ rad/s} \) can be increased to \( \omega_1 = 339.2250 \text{ rad/s} \). The \( \omega_1 \) is increased by 26.7\%. The number of iterations is within 140 steps, and the convergence speed is faster.

5 CONCLUSIONS

In this paper, an eigenfrequency constrained topology optimization method with design variable reduction is proposed. Based on BESO, the eigenfrequency constraint is introduced using the Lagrange multiplier, and the topology optimization is performed with the objective of minimizing compliance. After satisfying the volume constraint, the design variable is reduced, which can significantly decrease the number of iterations and expedite convergence. The first-order eigenfrequency can be increased by 42\% and 26.7\%.
% in 2D numerical examples and in 3D numerical examples, respectively.
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